Math 416 – Exam 1




Name ______________________________

Spring 2009 – Marian Frazier

Solve all problems, and be careful not to spend too much time on a particular problem.  All necessary SAS files are in our usual folder (P:\data\math\Frazier\Regression).  You may only use the SAS files mentioned below (embryos.sas and beetle.sas).  You may not alter these SAS files in any way.  You may also use a calculator (or a calculator on the computer, like Maple).  You may not use any other computer application, including Minitab and Excel.  The exam is worth a total of 125 points; point values for each part are in parentheses.  To receive maximum credit, show all of your work.  Good luck!

1. (46 pts) The file P:\data\math\Frazier\Regression\embryos.dat gives the dry weights (Y) of 11 chick embryos ranging in age from 6 to 16 days (X).   Use the file P:\data\math\Frazier\Regression\embryos.sas to answer the questions below.
a. (6 pts) The values of the common logarithm of the weights (Z) are created and two scatterplots are provided.  Describe the relationships between age (X) and dry weight (Y), and between age and 
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b. (6 pts) State the simple linear regression models for these two regressions: Y regressed on X, and Z regressed on X. 
c. (6 pts) Which of the two regression lines in part (b) has a better fit?  That is, is it more appropriate to run a linear regression of Y on X, or of Z on X?  Explain your choice thoroughly.  
For the next three parts, use the regression that you chose as being more appropriate in part (c).

d. (12 pts) Find 95% confidence intervals for the true slope and intercept.  Interpret each interval with regard to the null hypothesis that the true parameter is 0. 
e. (10 pts) Find and interpret joint confidence intervals for both the slope and intercept parameters with an overall (family) confidence coefficient of 0.98. 
f. (6 pts) Find and interpret an approximate 95% confidence interval on the mean response for an 8-day-old chick. 
2. (48 pts) In a study on geographic variation in a certain species of beetle, the mean tibia length (U) and the mean tarsus length (V) were obtained for samples of size 50 from each of 10 different regions spanning five southern states.  The results are provided in P:\data\math\Frazier\Regression\beetle.dat.  Use the SAS program P:\data\math\Frazier\Regression\beetle.sas to answer the questions below.

a. (4 pts) Find the estimated least squares equation for predicting tibia length (in mm) from tarsus length (in mm). 
b. (6 pts) Evaluate the fit of the model by looking at the residual plots. 
c. (6 pts) Do you think the normality assumption is reasonable in this situation? Justify your response.
d. (6 pts) Find and interpret an approximate 98% prediction interval on the response for a beetle with tarsus length of 1.776 mm. 
e. (10 pts) Using 
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, conduct a formal test for lack of fit. 
f. (8 pts) Report the appropriate sample correlation coefficient between tarsus length and tibia length.  Explain why you choose that correlation coefficient.
g. (8 pts) Using the statistic found in part (f), test the hypotheses 
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.  Make sure to report the test statistic, the p-value, and a thorough conclusion. 
3. (31 pts) Suppose that in the model 
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, the errors have mean zero and are independent, but 
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 are known constants, so the errors do not have equal variance.  This situation arises when the 
[image: image8.wmf]i

Y

 are averages of several observations at 
[image: image9.wmf]i

X

; in this case, if 
[image: image10.wmf]i

Y

 is an average of 
[image: image11.wmf]i

n

independent observations, 
[image: image12.wmf]2

1

i

i

n

k

=

.

a. (12 pts) The model may be transformed as follows:
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Show that the new model satisfies the assumptions of the standard linear regression model.  

b. (10 pts) Using the model for 
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 in part (a), identify the normal equations for finding the least squares estimators of 
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c. (9 pts) Show that performing a least squares analysis on the new model, as was done in part (b), is equivalent to minimizing
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