Exam 1 - Linear Regression Models (Math 316)

Spring 2005 - Brad Hartlaub

Please remember the ground rules that we discussed in class.  This is a take-home exam and you must work on solutions to all six problems by yourself.  All forms of communication with other individuals, both oral and written, are strictly prohibited.  This is one of the few times in the course where working together, in any way, is not acceptable.  The point values are in parentheses.  To receive maximum credit, show all of your work.  
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2. In the biological and physical sciences, a common model for proportional growth over time is 
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where Y denotes a proportion and t denotes time.  Y might represent the proportion of eggs that hatch, the proportion of an organism filled with diseased cells, the proportion of patients reacting to a drug, or the proportion of a liquid that has passed through a porous medium.  With 
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3.  Suppose that in the model 
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, the errors have mean zero and are independent, but 
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 are known constants, so the errors do not have equal variance.  This situation arises when the 
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a. The model may be transformed as follows:
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Show that the new model satisfies the assumptions of the standard linear regression model.  (8)

b. Using the model for 
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 in part (a), identify the normal equations for finding the least squares estimators of 
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.  DO NOT solve these simultaneous equations.  (10)

c. Show that performing a least squares analysis on the new model, as was done in part (b), is equivalent to minimizing
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d.
The equation in part (c) is known as the weighted least squares criterion.  Are the observations with large variances weighted more or less?  Does this make sense?  Explain.  (5)

4. Several research workers associated with the Office of Highway Safety were evaluating the relationship between driving speed (MPH) and the distance a vehicle travels once brakes are applied (DIST).  The results of the 19 experimental tests are provided in highway.dat.  The SAS program highway.sas was used to obtain least squares regression output for two different linear models.  Use the SAS output to answer the questions below.

a. Identify the least squares regression equations for predicting distance (DIST) from speed and the square root of distance (SQRTDIST) from speed.  (8)

b. Which of the two variable pairs in part (a) seems to be better suited for simple linear regression?  Why?  (5)

c. For the model you picked in part (b), construct a 99% confidence interval for the true slope parameter.  (5)

d. Can the confidence interval in part (c) be used to test the hypothesis that the true slope is equal to 1 at the
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 level?  Explain.  (5)

e. Do inferences for 
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 make sense for this particular model?  Explain.  (5)

5. The production plant manager of a plant that manufactures syringes records the marginal cost at various levels of output for 14 randomly selected months.  The data are provided in syringes.dat.  Use the output from syringes.sas to answer the questions below.

a. Find the estimated least squares equation for predicting marginal cost ($ per 100 units) from output (thousands of units).  (4)

b. Evaluate the fit of the model by looking at the residual plots.  (5)

c. Do you think the normality assumption is reasonable in this situation? Justify your response.  (5)

d. Using 
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, conduct a formal test for lack of fit.  (10)

e. Suggest a model that would describe the marginal cost versus output relationship for this manufacturer better than a straight line does. (5)

6. A researcher in a scientific foundation wished to evaluate the relation between intermediate and senior level annual salaries of bachelor's and master's level mathematicians (Y, in thousand dollars) and an index of work quality (X1), number of years of experience (X2), and an index of publication success (X3).  The data for a sample of 24 bachelor's and master's level mathematicians is in mathsal.dat.  Use the output from mathsal.sas to answer the questions below.

a. Using 
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, test whether there is a regression relation.  State the hypotheses, test statistic, p-value, and your conclusion. (10)

b. Estimate 
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 jointly by the Bonferroni procedure, using a 95% family confidence coefficient.  Interpret your results.  (10)

c. Assume that the regression model for three predictor variables with independent normal error terms is appropriate.  Three mathematicians with the following characteristics did not provide any salary information in the study.

	
	1
	2
	3

	X1
	5.4
	6.2
	6.4

	X2
	17
	12
	21

	X3
	6.0
	5.8
	6.1


Develop separate prediction intervals for the annual salaries of these mathematicians, using a 95 percent statement confidence coefficient in each case. (5)

d. What is the family confidence level for the set of three predictions in part (c)?  (5)
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