M ap| e Lab : Tayl or POl yn Omi al S (adapted from the Taylor series lab at ColoradteSta

| University)

Purpose: The purpose of this lab is to use Mapt®topute Taylor polynomials. This allows you to
consider Taylor polynomials of much higher ordexrtlyou could ever conceive of doing by hand. In
particular, we are interested in answering theofailhg questions:

* What happens to the Taylor polynomial when its pidereases?

* For which values ofis T, (x) close td (x) ?

» How do we measure the difference betw&gn) andf (x) ?

=Topic 1. Taylor ApproximationT utor

_Maple has interesting functionality that computed plots a function and its Taylor polynomial. For
| this we need to load a package that provides éxtietionality by calling

;> with(Sudent[ Calculusl]) :
| Now bring up a pop-up window by typing
> TaylorApproximationTutor ( );

in Maple's command window. The window containsgaae where the graph df (in red) is plotted
with the graph of the Taylor polynomig|(x) (in blue). You can:

« type a new function inside the box nexf{a) =,
» choose the poing, where the Taylor polynomial is centered usingkthebox,

e choose th©rder n of the Taylor polynomial,
* get a window in which you can choose the plot regising thélot Options button.

Let's experiment with this tool. Compare the futmctti_x2 centered at, =0, with its Taylor
| polynomials of order 0, 1, 2, ..., 14 over the & [ -2, 2] with rangel 0, 2 Remember to type
| > exp(-%)

fore_"2 in thef (x) = box.

By changing the order, you can see that the graghedl aylor polynomiall (x) appears to approach
the graph off (x). In fact, according to the TaylorTutor, for valuEx near tog, =0, the graphs look

virtually identical. Notice that the bottom row thie window gives you a Maple command you could
use to create the same plot. Also, when you phesslose button, the current plot is returned to the
Maple worksheet and can be manipulated there.

_Question 1
a) Examine the Taylor polynomials of ¢g$ centered at,=0 over the intervdl-2r, 2t]. What

happens as the ordeincreases? When do the graphs appear to becomeal@
b) Why is the Taylor polynomial of order 2 equatiie Taylor polynomial of order 3?

c) Start over with Taylor polynomials fo(x) = cogx) centered at,=2 and an interval of widthre
centered ax, , i.e.[ 2— 2n, 2+ 2r]. When do the graphs seem to be identical?

d) If you consider the larger interv@dl 23w, 2+ 3r], and plot Taylor polynomials centered at
X, =2, for what order Taylor polynomials do the graphem to be identical?

e) In words, describe how the graph of the Taytympomial is approaching the graph of
f) Give a geometric interpretation (i.e. what tygfdunction are you graphing) of




T,(x) whenx,=0 and relate it to the graph of ¢®s

=Topic 2. Computing Error

In the previous exercises, we claimed thavas close td,, when the graphs overlapped. We'll try to

be more precise about the closeness between theggdphs. We know how to measure the distance
between the values df andT,, at a poink. This distance is

|f(x) —Tn(x)|.
On the other handf, andT, are defined over an interviad, b]. For some choices &f this distance

may be large while for some other valueg,dhis distance may be small. What do we do when we
have to consider a whole range of valuextoWwe take the largest one!

Definition: Theerror betweert and itsn-th order Taylor polynomial over the intera, b] is the
maximum value of

|f (0 =T, ()],

whenx belongs to[a, b] .

In practice, the quantilly (X) — Tn(x)| is a function ok, and by plotting it, we can estimate its largest
| value. Let's do this for cos) and its Taylor polynomial of order 4. Type theldaling.
| > f:=cogx);
| > t4 := TaylorApproximation( f, x, order =4);

This computes a Taylor polynomial approximatior. of

Now we can plot the functio|rf (X) — T4(x)| over the interval -2, 2].
;> plot(abg f —t4), x=-2..2);
We can see that the graph of the funcpb(n() — T4(x)| is always less than 0.09 on the interval

[ -2, 2] since the range of this interval is less than Ol@érefore we claim that the error between f
and T,on theinterval [ -2, 2] islessthan 0.09.

=If we rescale thg-axis and plot on the intervdl-1, 1], we see that the error is smaller (less than
0.002).
> plot(abg f—1t4),x=-1..1,y=0..0.00;

=UsingTaonrApproxi mationTutor, you could check that the graphsfofindT, over the interval
[ -2, 2] are very close and therefore that the error betvwieandT, should be small.

Question 2: In this question, we will look at the distance begénf (x) = L

14 %
polynomials centered at O.
a) Use th&aylor Approximation command to find the Taylor polynomials of orde213, 4, and 5.

b) Plotf over the interva[ - i, i] . On the same plot, draw the Taylor polynomialsrfer 2 and 4

and its Taylor

2 2
in different colors. You might want to use Mapletdor command to get colors that are easily seen.

c) Over the interval[ - % %] , measure therror betweenfand T, forn=5, 10, 20, and 40 by doing




the following. Graph each of the four functiqrﬁ$x) — Tn(x)| , and use the graphs to estimate the error
for eachm.

dj Repeat question )dut over the interva{l— % %]
e) Graphf together with the Taylor polynomial of orderforn =20, 40, 60, 80, 100, 200, 600. What
do you notice happens to the Taylor polynomial appnation ash increases?

=Topic 3: An Interesting Function and its Taylor Polynomials

[ We will now study a very famous function. We warilte away the punch line immediately, so please
1

bear with us. Consider the functigfx) =e "2. This function is not defined far= 0 but can be made
continuous by setting it equal to lim, g(x) at 0. Since lim,,g(x) =0, we define the functian by

1

f(x) = e’<2 x<0or0<x .,

0 Xx=0

:We define this function in Maple using a piecewdsdinition:

> fi= piecewise(x<00rx>0, ex;{—%),x=0, O);

[ Plot this function over the interval 5, 5].

You should see that settih¢Q) =0 was perfectly justified. Notice also how flaetgraph off is near
x=0.

Now try graphing it over the interval 1, 1]. Because the graph 6éfis so flat neak =0, we expect
that its derivative (and maybe all or a bunch stérivatives) to be zero at=0. This is what we will
check.

Although the formula forf is not defined wher =0, it is natural to definef(”)(O) to be
Iimx_)of(”)(x) , and this is what Maple does.

| Calculate the first derivative:

| > diff (f, x);

| You see that the derivative also has value 0 @tyto evaluate it using

| > subs(x=0,diff (f, x));

| Maple returns an error when you do so (becauseeopiecewise definition). But
> limit(diff (f, x), x=0);

will give you the value 0.

For the same reasons as before, the derivativengdefined for alk and is continuous. We can
therefore compute its Taylor polynomial centerexj at0. The command
| > TaylorApproximation( f, x, order = 3);

will give you an error for similar reasons as abd¥e are going to have to compute the Taylor
polynomial the hard way, by evaluating derivatipesinglimit).




_Question 3
a) Compute the value dt" (0) forn=3, 4, and 5. (Remember, when we refef toere, we refer to
thef whose value at zero is defined to be the limif @fsx approaches zero. Also recal that you can
compute the-th derivative by usingiff ( f, x$n). ) Make a guess for the value gt (0) and check
it.
b) Using your guess from (a), compute the Tayldympamial forf centered at O of order 100.
c) Compute the error betwednandT  over the interval -1, 1] forn=1, 2, 3, 4, and 5.
| d) Do the Taylor polynomials approadhasn increases?
| >




